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TS.47 v0.9 Line 49 

AI mobile device hardware is required to support AI software 

applications efficiently.

https://www.gsma.com/aboutus/workinggroups/wp-content/uploads/2019/09/TS.47-CR1001-1.docx

https://www.gsma.com/aboutus/workinggroups/wp-content/uploads/2019/09/TS.47-CR1001-1.docx


Current Section 3.1 – AI Hardware Proposal

Modified VGG TOPS Baseline

Unrelated to Efficient AI software applications

https://www.gsma.com/aboutus/workinggroups/wp-content/uploads/2019/09/TS.47-CR1001-1.docx

https://www.gsma.com/aboutus/workinggroups/wp-content/uploads/2019/09/TS.47-CR1001-1.docx


AI computational resources evolve to match efficient AI Neural 

Network models
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Figure 1:  https://arxiv.org/abs/1810.00736

https://arxiv.org/abs/1810.00736


Open Platform with Broad industry support

Mlperf.org 

https://www.mlperf.org – Scroll to middle screen

https://www.mlperf.org/


Open Platform with broad research support

Mlperf.org 

https://www.mlperf.org – Scroll to middle screen

https://www.mlperf.org/
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Solution: GSMA TSG-AI to use mlperf.org 

Networks and Inferencing Benchmark

https://mlperf.org/inference-overview

https://mlperf.org/inference-overview


GSMA and mlperf.org Liaison Relationship

• Provide GSMA TSG-AI feedback to mlperf.org

• Work with standards org to develop Section 3.1 Hardware 

Requirements

9 https://www.mlperf.org – Scroll to middle screen

https://www.mlperf.org/


TOPS/MACs are unrelated to AI Performance

https://ai.googleblog.com/2018/04/introducing-cvpr-2018-on-device-

visual.html

https://ai.googleblog.com/2018/04/introducing-cvpr-2018-on-device-visual.html


TOPS/MACs are unrelated to AI Performance

Why?

https://www.anandtech.com/show/14756/hot-chips-

live-blogs-huawei-da-vinci-architecture

Building Blocks and their Computational Intensity

1D Scalar Unit    +   2D Vector Unit  + 3D Matrix Unit

https://www.anandtech.com/show/14756/hot-chips-live-blogs-huawei-da-vinci-architecture
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VGG TOPS analysis is not accurate in modern 

architectures

Figure 1 - Multiple AI Computational Resources

https://developer.android.com/ndk/guides/neuralnetworks

https://developer.android.com/ndk/guides/neuralnetworks


Modified VGG TOPS Baseline

Unrelated to Efficient AI software applications



This definition?

[Link] REMODEL: Rethinking Deep CNN Models to 
Detect and Count on a NeuroSynaptic System

Or this definition?

[Link] Very Deep Convolutional Neural Network 
Based Image Classification Using Small Training 

Sample Size

Or something else?

Modified VGG Network is non-standard

https://www.frontiersin.org/articles/10.3389/fnins.2019.00004/full
https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=7486599


Very Deep Convolutional Neural Network Based 

Image Classification Using Small Training Sample 

Size

[Link] Very Deep Convolutional Neural Network Based Image Classification Using Small Training Sample Size

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=7486599


REMODEL: Rethinking Deep CNN Models to 

Detect and Count on a NeuroSynaptic System

[Link] REMODEL: Rethinking Deep CNN Models to Detect and Count on a NeuroSynaptic System

https://www.frontiersin.org/articles/10.3389/fnins.2019.00004/full


Mlperf.org Inferences per Second is a direct measurement of AI Hardware Performance

However, mlperf.org has over 80 companies and universities involved in the selection of 

useful networks

Inferences/sec is better that TOPS

https://www.mlperf.org – Scroll to middle screen

https://www.mlperf.org/


▪ Benchmark Analysis of Representative Deep Neural Network 

Architectures

▪ https://arxiv.org/abs/1810.00736

▪ Google Neural Networks API

▪ https://developer.android.com/ndk/guides/neuralnetworks

▪ A Modular Benchmarking Infrastructure for High-Performance and 

Reproducible Deep Learning

▪ Benchmark Analysis - https://arxiv.org/abs/1901.10183

▪ https://mlperf.org/inference-results

▪ https://mlperf.org/press#mlperf-inference-v0.5-results

▪ https://mlperf.org/inference-overview
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Background AI Benchmark References

https://arxiv.org/abs/1810.00736
https://eur03.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdeveloper.android.com%2Fndk%2Fguides%2Fneuralnetworks&data=02%7C01%7Cpaul.gosden%40gsma.com%7Cac332f48c2b2412a896a08d769e4ccaf%7C72a4ff82fec3469daafbac8276216699%7C0%7C0%7C637094304320536077&sdata=tzzn6NNgHZbdQphhwWFw875%2BLPPEdDzGrNKIKpQdDBQ%3D&reserved=0
https://eur03.safelinks.protection.outlook.com/?url=https%3A%2F%2Farxiv.org%2Fabs%2F1901.10183&data=02%7C01%7Cpaul.gosden%40gsma.com%7Cac332f48c2b2412a896a08d769e4ccaf%7C72a4ff82fec3469daafbac8276216699%7C0%7C0%7C637094304320536077&sdata=wMY7NLQbcR2O%2FF6fBwXB0GBCTQS%2Bzh0pLBSL7Ebm%2BXQ%3D&reserved=0
https://eur03.safelinks.protection.outlook.com/?url=https%3A%2F%2Fmlperf.org%2Finference-results&data=02%7C01%7Cpaul.gosden%40gsma.com%7Cac332f48c2b2412a896a08d769e4ccaf%7C72a4ff82fec3469daafbac8276216699%7C0%7C0%7C637094304320546074&sdata=OL4JBhmgcDtWa2W1Wi63%2BYuj4k2ofl8IxG1676av3fk%3D&reserved=0
https://eur03.safelinks.protection.outlook.com/?url=https%3A%2F%2Fmlperf.org%2Fpress%23mlperf-inference-v0.5-results&data=02%7C01%7Cpaul.gosden%40gsma.com%7Cac332f48c2b2412a896a08d769e4ccaf%7C72a4ff82fec3469daafbac8276216699%7C0%7C0%7C637094304320546074&sdata=NE4f5MN2MR%2Fs0TN9yeGC4UgljbxzAHW%2FcGG%2BjO8lsfE%3D&reserved=0
https://eur03.safelinks.protection.outlook.com/?url=https%3A%2F%2Fmlperf.org%2Finference-overview&data=02%7C01%7Cpaul.gosden%40gsma.com%7Cac332f48c2b2412a896a08d769e4ccaf%7C72a4ff82fec3469daafbac8276216699%7C0%7C0%7C637094304320556068&sdata=MtqpfzSBcxrnBQKCRLP2PoblTsudKUpKKnS3zFGIGeM%3D&reserved=0


▪ TOPS and TOPS/Watt are not good assessments of on-device AI 

Application Performance (see next slides)

▪ VGG is not a good network model for on-device computational 

resource measurement and TOPS  (see next slides)

▪ A better approach is to use a Standardized Benchmark

▪ Mlperf.org has broad industry support
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Problem with Current VGG and TOPS



▪ It is not a good idea to have our specification force device makers to have hardware that can run any type of 

model. It is critical that device makers build hardware that runs important, practical, relevant and useful

models. Hardware that runs any type of model will lead to inefficient, large, expensive and power-hungry 

implementations that mobile carriers will not accept. TS.47 should specify a requirement that pushes the 

industry to meet the requirements of GSMA members based on the AI Mobile Device ability to execute AI 

Applications effectively. Computational resources and accuracy are two different things and because these 

are different, GSMA TS.47 shall require the AI mobile device makers to ensure that they only build computational 

resources that return accuracy for relevant and important models stated above. We shall discourage all 

computational resources that demonstrate accuracy on irrelevant networks. As stated above, TOPS and 

TOPS/Watt are not related to accurate, practical, relevant and useful AI Application models. The most accurate 

way to assess on-device AI application performance is to use a benchmark system like mlperf.org that performs 

a comprehensive evaluation of many parameters using relevant networks.

▪ Consider Figure below. This figure illustrates a system that can execute multiple AI DNN models in parallel by 

using either dedicated AI hardware units and/or programmable CPU, DSP, NSP and GPU resources. Executing 

a single VGG network on this type of system architecture would not yield valid results.

20

TOPS and TOPS/Watt Problems

Copied from -- GSMA TSG-AI e-mail reflector



▪ The VGG network is very large and does not stress the maximum 

capabilities of the on-device computational resources. The 

following figure 1 analyzes and compares a wide variety of DNN 

models. Please note the large number of smaller mobile networks 

(SENet-154 and NASNet-A-Large) that require more computational 

resources (Gflops/sec) than VGG. The large 150 Megabyte size of 

VGG emphasizes memory transaction throughput over on-device 

computational resources and does not represent a realistic network 

used by AI Applications.

▪

21

VGG Network Problems

GSMA TSG-AI e-mail reflector
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Background AI Benchmark References

Figure 1:  https://arxiv.org/abs/1810.00736

https://arxiv.org/abs/1810.00736


Open Source With Broad Industry Support

Mlperf.org – AI Benchmark



AI Benchmarking Performance

• Popular closed, non-standard AI benchmarks

• AI-Benchmark.com (ETH Switzerland, Huawei)

• AITUTU Benchmark (Antutu related mobile phone app)

• Ludashi AI Benchmark (https://www.ludashi.com/page/pc.php)

• China Telecom internal benchmarks

• https://openai.com/progress/

Starting to move towards standardized benchmark

Uploaded to GSMA TSG-AI documents

https://www.ludashi.com/page/pc.php
https://openai.com/progress/


Open Platform with Broad industry support

Mlperf.org 

https://www.mlperf.org – Scroll to middle screen

https://www.mlperf.org/


Open Platform with broad research support

Mlperf.org 

https://www.mlperf.org – Scroll to middle screen

https://www.mlperf.org/


http://prof.ict.ac.cn/Bench18/mlperf.pdf



Solution: GSMA TSG-AI to use mlperf.org 

Networks and Inferencing Benchmark

https://mlperf.org/inference-overview

https://mlperf.org/inference-overview


Strict Rules for Results Reporting

• 2.1. Strive to be fair

• 2.2. System and framework must be consistent

• 2.3. System and framework must be available

• 2.4. Benchmark implementations must be shared

• 2.5. Non-determinism is restricted

• 2.6. Benchmark detection is not allowed

• 2.7. Input-based optimization is not allowed

• 2.8. Replicability is mandatory

• Results that cannot be replicated are not valid results.

https://github.com/mlperf/inference_policies/blob/master/inference_rules.adoc

https://github.com/mlperf/inference_policies/blob/master/inference_rules.adoc


Public Results Reporting

AI Training and Inferencing Benchmarks
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Open Source Tools and Code

• Extensive Github Repository

• Google backed mlperf APK

• https://github.com/mlperf/mobile_app/tree/master/prebuilt

AI Training and Inferencing Benchmarks

https://github.com/mlperf/mobile_app/tree/master/prebuilt


▪ Justification for this important MNO use-case:

▪ Evaluate AI mobile device hardware performance to distinguish AI

devices from traditional non-AI mobile terminals

▪ Identify good, better and best tiers of AI mobile devices based on 

hardware performance

▪ Evaluate support for key hardware support of AI software applications.

▪ Requires a Compliance Test Specification

▪ AI benchmark to accurately measure AI Hardware performance
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TS.47 Section 3.1

AI Hardware Requirements (Normative)


