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FACILITATING DATA ACCESS CONTROL IN
PEER-TO-PEER OVERLAY NETWORKS

BACKGROUND

1. Field

Various features disclosed herein pertain generally to peer-
to-peer overlay networks, and at least some features pertain to
devices and methods for facilitating data access controls in
peer-to-peer overlay networks.

2. Background

Peer-to-peer (or P2P) and other similar overlay networks
include a distributed application architecture that partitions
tasks or workloads between peers. Such peer-to-peer overlay
networks can be built on top of an underlying network, such
as a network utilizing the Internet Protocol (IP).

Typically, peers are equally privileged, equipotent partici-
pants in the application, and are typically said to form a
peer-to-peer network of nodes. The various peer nodes coop-
erate with each other both to provide services and to maintain
the network. Peer nodes typically make a portion of their
resources, such as processing power, disk storage or network
bandwidth, directly available to other network participants,
without the need for central coordination by servers or stable
hosts. Generally speaking, the peer nodes are both suppliers
and consumers of resources, in contrast to the traditional
client-server model where only servers supply, and clients
consume.

Peer-to-peer and similar networks can be employed in
many environments for low-cost scalability and easy deploy-
ment of applications. For example, in a home environment, a
plurality of nodes can be connected together in a peer-to-peer
network, such as computers, televisions, cellular phones,
printers or other devices with network interface capabilities
for communicating and sharing data. Typically, such net-
works are relatively open, allowing devices (i.e., nodes) to
join and leave at will. In some implementations of such a
network, a user’s data can be stored in a distributed fashion on
a remote node in the network, which might be known or
unknown to the user. As a result some users may not have full
confidence in the overlay’s data storage capability unless
there are assurances that the user’s data will not be accessed
(e.g., read and/or modified) in unauthorized fashion. The data
owner may, therefore, be able to specify access controls
defining who can access the stored data objects.

Because there is no central coordination by servers or
stable hosts to facilitate centrally implemented access control
lists, each data object in a conventional peer-to-peer overlay
network may contain its own respective access control list
indicating the access control policy for that particular data
object. The access control list is attached to each data object
(e.g., a file) to specify the access information for the respec-
tive data object. However, storage overhead is relatively large
with each data object having its own access control list. In
addition, since an access control list increases the size of the
data object, there is an increase in required bandwidth in order
to transmit the data object between peer nodes. Therefore,
there is a need for systems, devices and/or methods for facili-
tating access control for data objects in peer-to-peer and
similar overlay networks that are not centrally coordinated by
servers or stable hosts.

SUMMARY

Various features provide peer nodes for facilitating access
control for data objects in a peer-to-peer overlay network.
One feature provides peer nodes storing a data object therein.
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Such peer nodes may include a communications interface and
a storage medium, each coupled to a processing circuit. The
communications interface is adapted to facilitate communi-
cation on a peer-to-peer overlay network. The storage
medium may include a data object stored therein, where the
data object includes a routing mechanism adapted to be uti-
lized in locating an access control list associated with the data
object within the peer-to-peer overlay network.

According to various implementations, the processing cir-
cuit may be adapted to receive a request from a requesting
peer node for access to the data object in the storage medium.
The processing circuit may locate the access control list in the
peer-to-peer overlay network using the routing mechanism
included with the data object, and may determine whether the
access requested by the requesting peer node is authorized
based on the access control list. Based on whether the access
control list authorizes the requested access, the processing
circuit may grant or deny access to the data object for the
requesting peer node.

Methods operational in an access terminal are also pro-
vided according to a feature for facilitating access control for
data objects in a peer-to-peer overlay network. For instance, a
data object may be stored in a storage medium. The data
object may include a routing mechanism adapted to locate an
access control list associated with the data object within the
peer-to-peer overlay network. A request may be received
from a requesting peer node for access to the stored data
object. The peer node may then locate the access control list
in the peer-to-peer overlay network using the routing mecha-
nism included with the data object, and may determine
whether the access requested by the requesting peer node is
authorized based on the access control list. Access to the data
object may be granted or denied for the requesting peer node
based on whether the access control list authorizes the
requested access.

Additional features provide peer nodes storing an access
control list adapted for facilitating access control for a data
object in a peer-to-peer overlay network. Such peer nodes
may include a communications interface and a storage
medium, each coupled to a processing circuit. The commu-
nications interface may be adapted to facilitate communica-
tion on the peer-to-peer overlay network. The storage
medium may include an access control list stored therein,
where the access control list is adapted to indicate access
controls for at least one associated data object.

The processing circuit may be adapted to receive a first
transmission from a peer node storing a data object associated
with the access control list. The first transmission can include
a request for information relating to access controls associ-
ated with the data object. For example, the first transmission
may include a request for the access control list, or an inquiry
requesting an indication whether an access to the data object
requested by a requesting peer node is authorized. The pro-
cessing circuit may then send a second transmission to the
peer node storing data object in response to the first transmis-
sion. The second transmission may include the requested
information relating to the access controls associated with the
data object.

Methods operational in an access terminal are also pro-
vided according to a feature for facilitating access control for
data objects in a peer-to-peer overlay network. For instance,
an access control list may be stored in a storage medium. The
access control list can be adapted to indicate access controls
for at least one associated data object. A first transmission
may be received from a peer node storing a data object asso-
ciated with the access control list. The first transmission may
include a request for information relating to access controls



US 8,516,607 B2

3

associated with the data object. Furthermore, a second trans-
mission may be sent to the peer node storing the data object in
response to the first transmission. The second transmission
can include the requested information relating to the access
controls associated with the data object.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG.1isablock diagram illustrating a network comprising
an overlay network that is not centrally coordinated by serv-
ers or stable hosts in which data objects may be stored among
nodes of the overlay network.

FIG. 2 illustrates a network environment for facilitating
access control for data objects that have been stored in an
overlay network that is not centrally coordinated by servers or
stable hosts.

FIG. 3 is a flow diagram illustrating an example of at least
some steps for facilitating access control for a data object
stored in a peer-to-peer or similar overlay network.

FIG. 4 is a block diagram illustrating select components of
a peer node according to at least one implementation.

FIG. 5 is a flow diagram illustrating an example of at least
one implementation of a method operational on a peer node
storing a data object for facilitating access control for the
stored data object in a peer-to-peer overlay network.

FIG. 6 is a flow diagram illustrating an example of at least
one implementation of a method operational on a peer node
storing an access control list (ACL) for facilitating access
control for a data object stored in a peer-to-peer overlay
network.

DETAILED DESCRIPTION

In the following description, specific details are given to
provide a thorough understanding of the described imple-
mentations. However, it will be understood by one of ordinary
skill in the art that various implementations may be practiced
without these specific details. For example, circuits may be
shown in block diagrams in order not to obscure the imple-
mentations in unnecessary detail. In other instances, well-
known circuits, structures and techniques may be shown in
detail in order not to obscure the described implementations.

The word “exemplary” is used herein to mean “serving as
an example, instance, or illustration.” Any implementation or
embodiment described herein as “exemplary” is not neces-
sarily to be construed as preferred or advantageous over other
embodiments or implementations. Likewise, the term
“embodiments” does not require that all embodiments
include the discussed feature, advantage or mode of opera-
tion. The terms “peer-to-peer overlay network™ and “peer
node” as used herein are meant to be interpreted broadly. For
example, a “peer-to-peer overlay network™ may refer to an
overlay network that is not centrally coordinated by servers or
stable hosts and that includes a distributed application archi-
tecture that partitions tasks or workloads between peers. Fur-
thermore, a “peer node” may refer to a device that facilitates
communication on a peer-to-peer overlay network. Examples
of “peer nodes” may include printers, tablet computers, tele-
visions, mobile phones, personal digital assistants, personal
media players, laptop computers, notebook computers, desk-
top computers, etc.

Overview

One feature facilitates access controls for data objects
stored within a peer-to-peer overlay network. For every data
object stored in the peer-to-peer overlay network that requires
access control, a routing mechanism is added thereto. This
routing mechanism specifies the location within the peer-to-
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peer overlay network of an access control list (ACL), which
specifies the access policy to the data object. The data object
(including the routing mechanism) is then stored in the peer-
to-peer overlay network and may eventually be stored on one
of the peer nodes. Later, when another peer node requests
access to the data object, the peer node storing the data object
will use the routing mechanism in the data object to retrieve
information from the peer-to-peer overlay network relating to
the access policies specified by the access control list (ACL).
The peer node storing the data object can authenticate the
identity of the peer node requesting access to the data object
and can determine if the requesting peer node’s identity is
allowed to perform the type of access requested. If the access
is allowed according to the access control list (ACL), the peer
node storing the data object can grant the access. If the access
is not allowed according to the access control list (ACL), the
peer node storing the data object can deny the access.
Exemplary Network Environments

FIG. 1 is a block diagram illustrating a network 100 com-
prising an overlay network that is not centrally coordinated by
servers or stable hosts in which data objects may be stored
among nodes of the overlay network. The overlay network
may comprise a peer-to-peer overlay network 102 which is
built on top of another network. In some examples, the peer-
to-peer overlay network 102 can be implemented to operate at
the highest layer of the communication protocol stack (e.g.,
the application layer). Such a peer-to-peer overlay network
102 may utilize any type of underlying network, such as an
Internet Protocol network, to allow a plurality of peer nodes
104 A-104F on the overlay network 102 to communicate with
each other. The underlying network may comprise any num-
ber of types of network, such as Wide Area Networks (WAN),
Local Area Networks (LAN), wireless networks (e.g.,
WWAN, WLAN) and/or any other type of network.

Peer nodes 104A-104F can include any device adapted to
communicate via the peer-to-peer overlay network 102. Such
devices may include a middleware layer adapted to facilitate
communications via the peer-to-peer overlay network 102.
By way of example and not limitation, peer nodes can include
devices such as printers 104 A, tablet computers 104B, tele-
visions 104C, mobile phones, personal digital assistants, and
personal media players 104D, laptop and notebook comput-
ers 104E, and/or desktop computers 104F.

Employing the peer-to-peer overlay network 102, each of
the peer nodes 104A-104F are able to communicate with
other peer nodes 104A-104F without the need for central
coordination by servers or stable hosts. For example, each of
the peer nodes 104A-104F can make a portion of their
resources (e.g., processing power, disk storage, network
bandwidth) available to another peer node, and can utilize a
portion of another peer node’s resources without a server or
stable host for central coordination. In at least some imple-
mentations, at least some of the peer nodes 104A-104F may
store a data object in the peer-to-peer overlay network 102.
When the data object is stored in the peer-to-peer overlay
network 102, an identifier associated with the data object is
employed to locate the data object within the peer-to-peer
network when access to the data object is desired. The data
object is then stored within the peer-to-peer overlay network
102 by storing the data object at one of the other peer nodes
104A-104F. Using, for example, a distributed hash table
(DHT), the peer-to-peer overlay network can employ an
object’s identifier to route messages and requests to the cor-
rect peer node
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Facilitating Access Control in the Exemplary Network Envi-
ronment

According to a feature, the owner of a data object can
specify access controls for the data object that is stored in the
peer-to-peer network overlay 102. That is, a peer node 104 A-
104F and/or its user can specify what other peer nodes and/or
other users are authorized to access the data object that it has
stored in the peer-to-peer overlay network 102. FIG. 2 illus-
trates a network environment for facilitating access control
for data objects that have been stored in an overlay network
that is not centrally coordinated by servers or stable hosts,
such as a peer-to-peer overlay network 102. When the data
object is stored in the peer-to-peer overlay network 102, it
may eventually be stored on a peer node 202 identified in FI1G.
2 as the peer node storing the data object.

According to a feature, the access control list (ACL) asso-
ciated with the data object is stored in the peer-to-peer overlay
network 102 as a separate data object independent from the
stored data object. As shown in the example of FIG. 2, the
access control list (ACL) can be stored at a peer node 204,
indicated as the peer node storing the ACL. In some imple-
mentations, the peer node 204 storing the ACL is not a cen-
tralized node or designated administrator node. That is, the
peer node 204 storing the ACL does not act as a centralized
node where all access control lists (ACLs) may be stored, and
is not implemented to store an access control list (ACL)
associated with all the data objects in the peer-to-peer overlay
network 102. Instead, a plurality of access control lists
(ACLs) associated with a plurality of different data objects in
the peer-to-peer overlay network 102 may be stored at a
plurality of different peer nodes within the peer-to-peer over-
lay network 102. Thus, different peer nodes may store an ACL.
associated with different data objects. It should be noted that
in some implementations, the peer node 202 storing the data
object and the peer node 204 storing the ACL can be the same
peer node, but the data object and the access control list
(ACL) are stored as separate objects. With reference to the
network 100 shown in FIG. 1, any one of the peer nodes
104A-104F could comprise the peer node 202 storing the data
object and/or the peer node 204 storing the ACL. In some
instances, two or more of the peer nodes 104A-104F may be
employed to store different respective access control lists
(ACLs) associated with different data objects in the peer-to-
peer overlay network 102, resulting in each of the two or more
peer nodes 104A-104F comprising a peer node 204 storing an
ACL.

The access control list (ACL) is adapted to specify the
access policy to the data object stored at the peer node 202.
According to at least some implementations, the peer-to-peer
overlay network 102 may specify the format for the access
control list (ACL) such that the middleware of each peer node
on the peer-to-peer overlay network 102 can understand the
specified format. The access control list (ACL) can specity
whether a peer node, a user and/or a group of users in the
peer-to-peer overlay network 102 can obtain a certain type of
access (e.g., read, read/write).

Referring still to FIG. 2, the data object having some form
of access controls and which is stored at the peer node 202
includes a routing mechanism, such as a location indicator,
indicating how and/or where to find the access control list
(ACL) in the peer-to-peer overlay network 102. According to
at least some implementations, the routing mechanism
included with the data object may comprise a Universal
Resource Identifier (URI) that has been included with the data
object for use in locating the associated access control list
(ACL) within the peer-to-peer overlay network 102.
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One or more peer nodes may subsequently request access
to the stored data object via the peer-to-peer overlay network
102. Such a peer node is illustrated in FIG. 2 as a requesting
peer node 206. Using an identifier associated with the data
object, the peer-to-peer overlay network 102 directs or routes
the request to the peer node 202 where the data object is
stored. In at least some implementations, the peer-to-peer
overlay network employs a distributed hash table (DHT) to
discover where the data object is located within the overlay
network for the associated identifier. As used herein, an
access request may comprise a request for one of various
levels of access, including but not limited to, read access or
reading/modifying access (i.c., read/write access).

Generally speaking, when a requesting peer node 206
sends an access request for the data object, the peer node 202
storing the data object can employ the routing mechanism
included with the stored data object to determine the location
of'the associated access control list. The storing peer node 202
can send a request to the peer node 204 storing the ACL to
obtain the access control list and/or a verification that the
access control list indicates the requesting peer node 206 is
authorized to access the data object according to the
requested access level (e.g. read access, read/write access).

For example, if the data object comprises a document
stored in the peer-to-peer overlay network 102, a requesting
peer node 206 can request access to the document (e.g., read
or read/write) from the peer-to-peer network. The peer node
202 storing the document may employ a routing mechanism
that has been added to the document to send a request for
access to the access control list (ACL) associated with the
document. In some implementations, the peer node 202 may
obtain a copy of the access control list (ACL) from the peer
node 204 storing the access control list (ACL) and may deter-
mine whether the access control list (ACL) indicates that the
requesting peer node 206 is authorized to read or modity the
document, as requested.

Turning to FIG. 3, a flow diagram is shown illustrating an
example of at least some steps for facilitating access control
for a data object stored in a peer-to-peer or similar overlay
network. In this example, the peer node 202 storing the data
object, the peer node 204 storing the ACL, and the requesting
peer node 206 of FIG. 2 are used for illustration purposes.
Initially, at step 302, the peer node 202 may receive and store
a data object that some other peer node has stored in the
peer-to-peer overlay network. In this example, access to the
data object may be restricted for one or more peer nodes in the
peer-to-peer overlay network. Therefore, an access control
list (ACL) associated with the stored data object is received
by, and stored at the peer node 204, as shown at step 304.

At step 306, a requesting peer node 206 may request access
to the data object via the peer-to-peer overlay network, which
request is directed or routed by the overlay network to the peer
node 202 storing the data object. Upon receiving the request,
the peer node 202 storing the data object may, at step 308,
authenticate the identity of the requesting peer node 206.
Such authentication may comprise any conventional means
employed to authenticate a device communicating with
another device in a communication network, and may be
carried out by either the peer node storing the data object 202
or another peer node in the peer-to-peer overlay network. By
way of example and not limitation, the requesting peer node
206 may be authenticated using a conventional digital signa-
ture authentication, challenge-response authentication, etc.

After the peer node 202 storing the data object authenti-
cates the requesting peer node 206, the peer node 202 storing
the data object may retrieve the requested data object, and
may determine from the data object how and/or where to find






